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I. INTRODUCTION

The $k$ nearest neighbor ($k$NN) search takes a query point $q$ and a point set $P$ as input, and returns $k$ points of $P$ that are nearest to $q$. It has a wide range of applications in multimedia information retrieval, where multimedia objects (e.g., images, audio, video) are modeled as data points with dimensionality in orders of hundreds.

Due to the curse of dimensionality in the high dimensional space, the query efficiency of exact indexing methods degenerates to that of linear scan. Recent research focus on finding approximate results for the $k$NN query. Locality sensitive hashing (LSH) [3] is an attractive approach as it offers $c$-approximate $k$NN results at a sub-linear time complexity of the dataset cardinality $n$. The structure of LSH consists of a collection of hash tables. Each hash bucket contains a list of object identifiers (object IDs) rather than actual points. The actual data points are often stored in another file. At the query time, we process a query $q$ in two phases:

1) **candidate generation**: retrieve a candidate set of object identifiers from hash tables,
2) **candidate refinement**: for all object identifiers in the candidate set, fetch their data points from the data point file in the hard disk, then compute their distances to $q$ and determine the $k$ nearest results.

We mainly consider disk-based LSH [2], which is suitable for very large datasets that cannot fit into the memory. Existing LSH methods require fetching a large set of candidates (typically hundreds or thousands) from the disk and thus incur significant disk I/O costs. Therefore, the candidate refinement phase turns out to be the performance bottleneck in recent LSH methods. To verify this, we execute the state-of-the-art LSH method (C2LSH [2]) on three real high-dimensional datasets stored on the disk. Figure 1(a) depicts the average running time (wall-clock time) per query of C2LSH on these datasets. The candidate refinement phase is the performance bottleneck and it motivates us to optimize the candidate refinement time.

In this paper, we exploit a query log and devise caching techniques to reduce the candidate refinement time of high-dimensional $k$NN search. Caching can benefit from the temporal locality of queries as observed in typical query logs. Similarly, we expect that the query logs in multimedia retrieval systems exhibit temporal locality. For example, in Flickr, a small fraction of photos receive most of the views (see Figure 1(b)). Although there exist caching techniques [1] for $k$NN search on distance-based indexing methods, they are not applicable to LSH methods. LSH methods require lookup of objects by object identifiers; however, such lookup operation cannot be supported by the caches in [1].

II. SOLUTION OVERVIEW

In our caching problem, the main research question is: **how to exploit the limited memory size and query workload to reduce the candidate refinement time**. In order to boost the cache hit ratio, we propose to cache conservative approximations of data points (i.e., representing each point in a few bits). Such conservative representation provides lower and upper distance bounds, which can be used to prune unpromising candidates and detect true $k$NN results early.

In summary, the full version of this paper [5] develops caching methods for accelerating the candidate refinement phase of disk-based LSH. Extensive experimental results on real datasets demonstrate that our proposed caching approach can accelerate the candidate refinement time of $k$NN search by at least an order of magnitude.

---

### Figure 1: Our caching framework

First, we illustrate our caching framework in Figure 1. It consists of three phases: (1) candidate generation, (2) candidate reduction, (3) candidate refinement. Both Phases 1 and 3 apply existing work directly and they incur I/O. In Phase 1, we apply an existing index $I$ (e.g., disk-based LSH). In Phase 3, we apply a multi-step $k$NN search method [4]. Phase 2 incurs no I/O and it runs our proposed technique to reduce the number of candidates before entering Phase 3.

Since the candidate refinement phase is dominated by the I/O cost, we express the candidate refinement cost as:
$T_{\text{refine}} = T_{\text{io}} \cdot C_{\text{refine}}$, where $T_{\text{io}}$ is the disk I/O cost for fetching a data point and $C_{\text{refine}}$ is the remaining candidate size for the refinement phase.

In general, $C_{\text{refine}}$ is the sum of (i) the number of candidates not in the cache, or (ii) the number of candidates in the cache but they cannot be pruned:

$$C_{\text{refine}} = (1 - \rho_{\text{hit}}) \cdot |C(q)| + \rho_{\text{hit}} \cdot (1 - \rho_{\text{prune}}) \cdot |C(q)| = (1 - \rho_{\text{hit}} \cdot \rho_{\text{prune}}) \cdot |C(q)|$$

where $\rho_{\text{hit}}$ is the cache hit ratio, $\rho_{\text{prune}}$ is the ratio of the number of pruned candidates to the number of cache hits, and $|C(q)|$ is the number of candidates. Our goal is to minimize $C_{\text{refine}}$. This can be done by compact approximation of points that provides tight distance bounds for pruning.

Space-efficient approximations of data points. Normally, it takes 32 bits (i.e., a floating point value) to represent each coordinate in a data point. To save space, we propose to approximate each coordinate by a short code. For example, consider the point $p_1 = (2.20)$ in Figure 2a. We employ a histogram to map coordinates into codes. According to the example histogram in Figure 2b, the values 2 and 20 are mapped to the codes 00 and 10 respectively. Thus, we can represent $p_1$ by a bit-string $p'_1 = "0010"$. Figure 2c shows the cache content for the approximate points $p'_1, p'_2, p'_3, p'_4$. The approximated points provide lower and upper distance bounds for candidate reduction in Phase (2).

Pruning effectiveness of approximated points. Given the code length, the challenge is to find the most effective way for encoding data points. We discover that we can cast this challenge as a histogram optimization problem. For simplicity, we omit the solution of the above problem and refer the interested reader to our full paper [5]. We demonstrate the pruning abilities of different histograms for kNN search in Figure 3. Interestingly, in the optimal histogram (in the last row), the buckets close to $q$ are tight, and other buckets can be loose. It allows us to derive tighter bounds $(lb_k, ub_k)$, prune candidates in buckets 1, 4, and detect the candidates in buckets 2, 3 as true results. Since there are no candidates in the refinement step, it incurs zero I/O cost in this example.
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Fig. 2: Example of histogram-based coding

<table>
<thead>
<tr>
<th>Code $i$</th>
<th>Interval</th>
<th>Frequency</th>
<th>$p'_1$</th>
<th>$p'_2$</th>
<th>$p'_3$</th>
<th>$p'_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>[0.7, 1)</td>
<td>3</td>
<td>[0010]</td>
<td>[0110]</td>
<td>[0111]</td>
<td>[1100]</td>
</tr>
<tr>
<td>01</td>
<td>[8, 15)</td>
<td>2</td>
<td>[0110]</td>
<td>[0111]</td>
<td>[1100]</td>
<td>[1101]</td>
</tr>
<tr>
<td>10</td>
<td>[16, 23)</td>
<td>4</td>
<td>[0111]</td>
<td>[1110]</td>
<td>[1100]</td>
<td>[1101]</td>
</tr>
<tr>
<td>11</td>
<td>[24, 31]</td>
<td>3</td>
<td>[1100]</td>
<td>[1101]</td>
<td>[1100]</td>
<td>[1101]</td>
</tr>
</tbody>
</table>

(a) a dataset $P$, with $d = 2$

(b) a histogram $H$, with code length 2

(c) a cache, with 16 bits cache size

Fig. 3: Histograms, with $B = 4$ buckets, on 2NN search

### Evaluation

We demonstrate the superiority of our caching solution on the real dataset (SOGOU, 29.7 GB) with a real query log. We use C2LSH as the index. Figure 4 plots the average query response time of our best caching method (HC-O), caching exact data points (EXACT) and without cache (i.e., C2LSH) for different cache size $CS$. First, EXACT performs much better than C2LSH (i.e., without cache). Second, our caching method (HC-O) outperforms C2LSH by up to 5 times. Third, our best method achieves the best performance when the cache size reaches only 1/3 of the data size (i.e., 9G).
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Fig. 4: Average response time (in logscale) vs. cache size

### Conclusion

In high-dimensional $k$NN search, both exact and approximate $k$NN solutions incur considerable time in the candidate refinement phase. In this paper, we investigate a caching solution to reduce the candidate refinement time. Our caching method HC-O is faster than EXACT caching by at least an order of magnitude, on an approximate index (C2LSH). Our work is also applicable to exact indexes (e.g., iDistance, VP-tree and VA-file). For a comprehensive coverage, see the full version of the paper [5].
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